
  

 

Abstract — The paper’s goal was to create some neural 

networks-based models for the detection and classification of 

insects such as Halyomorpha Halys in ecological orchards, 

from acquired images in the trees. The detecting operations 

were performed using models from two of the most efficient 

deep learning families in this area: R-CNN and YOLO. Using 

the proposed models, (Faster R-CNN, YOLOv5-s, YOLOv5-m, 

and YOLOv5-l) to early detection of harmful insects, a real 

contribution to anticipating damage in orchards is possible. 

The dataset is composed of images taken from the Maryland 

Biodiversity dataset. All training and testing operations were 

performed with the help of GPU processors provided by 

Google, the resulting models being saved on Google Drive 

Cloud. The images were evaluated from the detection and the 

classification perspective based on specific metrics such as 

precision, recall, and mAP. The best results were obtained for 

YOLOv5-m. 

I. INTRODUCTION 

Insect monitoring is an essential action in maintaining and 
developing agricultural crops. The information about the 
presence and abundance of pests and taking appropriate 
action in a timely manner are necessary to reduce potentially 
damaging infestations. Pest monitoring is usually carried out 
by methods involving active human analysis, which takes 
time and financial resources for farmers as it requires direct 
inspection of crops. On the other hand, the use of traps or the 
use of chemicals to prevent possible invasions has no effect 
on many types of insects like Halyomorpha Halys (HH) and 
can cause negative effects on crops, leading to increased 
damage [1]. The paper’s objective is to create an automatic 
method for locating and detecting HH insects from images 
received from UAVs by using an artificial intelligence model. 

In recent years, machine learning and especially 
convolutional neural networks have proven to be a useful tool 
in insect monitoring, having promising results in multiple 
tasks such as detection, semantic segmentation, and 
classification. This type of network uses the idea of the 
artificial neuron, which simulates how neurons in the human 
brain function. Detecting objects of interest can be useful 
when it is used correctly, depending on the area in which it is 
used. Considering that, the expected results come from an 
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optimal implementation of actual solutions according to the 
user needs being obtained with the help of efficient and stable 
architectures. The task of detecting and locating objects in 
images is a complex process whose behavior has been 
studied in various research conducted in this area.  

HH is a member of the Hemiptera insect family, which 
contains about 82,000 species and is the largest 
hemimetabolous insect family. All these insects have similar 
anatomy, diversifying through a wide range of different 
sources of food. HH, also known as the Brown Marmorated 
Stink Bug, is native to Asia (China, Taiwan, Korea, and 
Japan) and has become a major global pest in recent decades, 
mainly due to its ability to colonize outside its native area [2]. 
The high spreading capacity (at least 170 plant species) and 
the ability to multiply with other endemic species have 
increased the number of insects in this family. For example, 
the damage caused by HH has increased considerably in 
recent years, resulting in significant losses, particularly in 
agricultural crops, orchards, grapes, ornamentals, vegetables, 
and seed crops [3]. As HH continues to expand, it becomes a 
growing threat to agriculture. HH is also an alarming pest 
well known for its invasion of human settlements such as 
houses, schools, and other indoor spaces, in large numbers, 
especially in winter. 

Thanks to the advance in technology there are modern 
methods that could help better detect and observe the 
invasive insect species. UAVs equipped with cameras can be 
automatically driven on a designed route in the monitored 
area aiming to capture targeted images and gather crop data. 
It is not a new concept, as scientists have continuously 
searched for ways to improve the robots equipped with video 
cameras that can be used in all sorts of activities including 
agriculture. Although the agricultural sector implies a series 
of multiple factors to be considered when trying to take 
measurements, like wind speed, the ground type, the intensity 
of the light, the weather conditions, the crop placement, etc., 
the robots have been more and more often used in 
agricultural research because the information that they 
collected has helped the researchers to find solutions to 
several problems [4], [5]. 

Using UAVs for the acquisition of the entire crop area, 
with high resolution but also with low costs, makes the 
detection of HH insects an important area of analysis. 
However, the large amount of data that is required in the 
training and validation phases is a time-consuming process 
because manual labeling of data but is necessary for these 
phases.  

The solution proposed in this paper for the task of HH 
detection is based on object recognition algorithms, including 
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the R-CNN (Regions with Convolutional Neural Networks) 
series [6] and the YOLO (You Only Look Once) series [7]. 
The YOLO series is superior in terms of speed, being the 
better option in practical scenarios because R-CNN can’t 
meet the real-time performance of object detection. The 
advantage of the R-CNN series is that it is superior in 
detecting target objects requiring higher accuracy. 

II. MATERIALS AND METHODS   

A. Neural Networks Used       

Models from two families of convolutional meural 
networks are used for HH detection: R-CNN (Regions with 
Convolutional Neural Networks) and YOLO (You Only 
Look Once). 

 Released in 2014, R-CNN [6] was one of the first 
networks to provide good results for locating, detecting, and 
segmenting objects in images. The results were obtained 
from the popular databases VOC-2012 [7] and ILSVRC-2013 
[8]. To get accurate results, the authors composed an 
architecture with three modules: 

(1) Module for selective search of region extraction. 

(2) Module for feature extraction using machine learning 
techniques such as convolutional neural networks. 

(3) Module for classification, marking the region of 
interest into bounding boxes. 

The regions proposed for study are automatically chosen 
using an artificial vision technique (selective search). The 
choice of this algorithm can be modified due to the flexibility 
of the model. The neural network used to extract features is 
AlexNet [9]. AlexNet consists of a total of eight layers, of 
which five are convolutional layers, some with “max-
pooling” layers, and the remaining are fully connected layers. 
Thus, two fully connected layers (FC) are used for selection, 
followed by a “softmax” layer at the end [10]. When apply 
the dataset, the parameters for AlexNet must have input 
values of the size 224 × 224 × 3. This network marks the 
beginning of the evolution of the image segmentation field, 
winning in 2012 the ImageNet Large-Scale Visual 
Recognition Challenge-ILSVRC competition with an 
accuracy of 84.6%. The output, in the case of R-CNN, is 
represented by a vector of 4,096 elements that describe the 
content of the image. 

Fast R-CNN, representing the improvement of R-CNN by 
implementing new machine learning techniques and 
innovations to increase speed and accuracy, obtained 9 times 
faster speed in the training phase and 213 times faster speed 
in the testing phase compared to the first version of R-
CNN. Moreover, comparing the network with SPPnet 
(Spatial Pyramid Pooling) [11], a network built on having, 
like R-CNN, the three main networks put into a multi-stage 
architecture, the training time is 3 times shorter and the test 
time 10 times shorter. The main difference between Fast R-
CNN and R-CNN is the removal of the unnecessary CNN 
vectors for each proposed region and the addition of a single 
CNN vector, passed through the entire image, containing 
common features of all regions proposed for analysis [12]. 

For the Faster R-CNN architecture ([13], [14]) (Fig. 1), 
the authors chose to replace the selective search used in the 

first module of the network with a new algorithm for 
proposing regions of interest in input images called Region 
Proposal Network (RPN). The second module of this 
architecture is the Fast R-CNN detector, which locates and 
classifies target objects in images. The architecture starts by 
sending the input image from the dataset to a main 
convolutional network (called the “backbone”). Usually, the 
output of the backbone network has a much smaller H × W 
size than the input image. For each value on the output 
feature map, the model must learn if it has a matching object 
in the original image, at the appropriate size and location. 
The feature map is 40 × 60 for a 600 × 1000 image. This 
leads to a total of 21,600 anchor boxes proposed for analysis, 
9 for each pixel in the feature map generated by the 
backbone. During training, all the bounding boxes that 
exceed the edge of the initial image are ignored. In the end, 
an average of 6000 bounding boxes results that contribute to 
calculating the network loss [13]. 

 

Figure 1.  Faster R-CNN architecture.  

Originally released in 2015, the You Only Look Once 
(YOLO) network quickly caught the attention of researchers 
in the field of computer vision because of the innovation 
brought by the authors in locating and detecting objects in 
images. R-CNN networks use Regions Proposal Networks 
(RPNs). Following the steps above, R-CNN networks apply a 
classifier to the regions proposed by the RPN network as 
belonging to the class (s), and then apply post-processing 
methods to reduce duplicates and refine the bounding boxes. 
The optimization problems due to the multiple networks 
required to obtain the location and classification in the R-
CNN family motivated the authors to develop a single 
network, composed of all the previous stages. Having an 
input image that with or without target objects, after a single 
convolutional neural network with multiple convolutional 
layers, the system produces vectors corresponding to each 
object that is detected in the image. The main improvement 
of YOLO is that all object characteristics and predictions are 
calculated simultaneously [15]. Shortly after the release of 
YOLOv4 [16], a new version was released by Ultralystics 
LLC [17]. They are known for implementing a YOLO 
architecture, written by A. Bochkovsky in a system that uses 
mostly C as a programming language, in PyTorch, one of the 
main libraries used in Python to develop artificial intelligence 
architectures. Thus, the main advantage of YOLOv5 [17] is 
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the much easier integration with IoT devices due to the use of 
Python as a programming language. The main purpose of the 
YOLO architecture is to directly return the localization of the 
target objects and the class corresponding to each detection, 
starting from the initial image used as input to the neural 
network. YOLOv5 architecture is shown in Fig. 2. 

 

Figure 2.  YOLOv5-m architecture.  

The main YOLO architecture is composed of three parts 
[18]: 

(1) Feature Extraction: Also called the backbone, it is a 
convolutional neural network that extracts the main features 
from the input images. The major change compared with 
YOLOv4 is that the module starts with a new structure, called 
Focus, which builds a feature map of size 320 × 320 × k, 
where k is chosen based on the model. 

(2) Feature Aggregation: This module, called the neck, 
processes the backbone output, creating semantic features 
and, in other words, preserving features that contain 
important details that would be lost due to sequences of 
convolutional operations. YOLOv5 uses the FPN-PAN [19] 
architecture. The main idea of using this architecture is to 
generate pyramidal layers of features, improving the 
detection of objects at different scales and increasing the 
detection of the same object, regardless of scale and size. 
This structure also helps to propagate low-level features into 
future layers. 

(3) Prediction: Also called the head, this part makes the 
prediction, generates the bounding box, and classifies the 
contents of the box into a category according to the class 
learned in the learning phase. 

Transfer learning is commonly used in an optimization or 
classification problem when it is required to achieve high 

accuracy in a limited time frame. In this research on bug 
classification, transfer learning is suitable if it is used on a 
small dataset of images, in our case, a few hundred images. 
As deep learning requires a huge amount of data for training, 
transfer learning can use this pattern to train the pre-trained 
network on a small dataset. For the training and testing of 
artificial intelligence models in the field of artificial vision, 
the number of parameters is extremely high, so high-power 
data processing is needed. Common computers are an 
inefficient alternative in terms of training time. Thus, to 
obtain good results, it is necessary to have a platform on 
which to carry out the training and testing processes of the 
models. Google Colab is a web development system provided 
by Google to support the efforts of artificial intelligence 
researchers. The platform provides free access to the 
Graphics Processing Unit (GPU), but also the Tensor 
Processing Unit (TPU). Moreover, throughout the 
development process, Python was used as the core 
programming language. The first step was to preprocess the 
data for the detection and classification of HH insects in the 
dataset images. The data processing consists of preparing the 
images for training, respecting the requirements of the 
architecture used: creating XML files for the R-CNN series 
and TXT files for the YOLO series, each file having 
information about bounding boxes, all files being used for 
training and validating. 

B. Dataset Used       

A large dataset is required to successfully train the 
proposed neural networks. The images we have used for 
learning and validation have been taken from the Maryland 
Biodiversity dataset [20]. The total number of images in the 
dataset is 700. The dataset contains images of HH in different 
poses, from different distances, and at different stages of 
evolution. The images have different resolutions and are 
saved in JPG format. Examples of images can be seen in Fig. 
3. 

    

(a) (b) (c) (d) 

Figure 3.  Examples of HH: (a) and (b) adult; (c) and (d) nymph.   

C. Evaluation Metrics   

For the evaluation of the HH detection and classification 
models, metrics (statistic indicators) like precision, recall, 
and mean average precision are introduced.  

Precision (P) is the number of instances detected 
correctly relative to the total number of instances detected by 
the algorithm. This index is calculated using the formula (1). 

   
  

     
 (1) 

 
Recall (R) represents the number of instances detected 

correctly in relation to the actual number of instances that 
had to be detected by the algorithm. This index is calculated 
using the formula (2). 
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 (2) 

 
Average Precision (AP) is the area under the precision-

recall curve (PR curve), where the X-axis is the recall and 
the y-axis is the precision. AP is a way to summarize the 
precision-recall curve into a single value representing the 
average of all precisions. This index is calculated using the 
formula (3). Mean Average Precision (mAP) is the average 
of AP and is calculated using the formula (3), which 
represents the AP of class and represents the number of 
classes.  

           
 

 

 (3) 

     
 

 
    

   

   

 (4) 

III. EXPERIMENTAL RESULTS AND DISCUSSIONS 

To create the training and validation data set, initially 
having a relative small number of images (700), the images 
were augmented, this consisting of rotating 90

o
, 180

o
, and 

270
o
, respectively, thereby forming three new images. All 

images used in these two phases must have the bounding box 
enclosing the HH insect, the coordinates being saved 
according to the architecture used: either as a text file (in the 
case of the YOLO series) or an XML file (in the case of the 
R-CNN series). 

All simulated models were analyzed using the following 
constant hyper-parameters, presented in Table I where SGD 
is the Stochastic Gradient Descent Optimizer. 

TABLE I.  THE CONSTANT HYPER-PARAMETERS USED. 

Input image size Epochs Dataset Learning rate Optimizer 

640 30 Maryland 0.01 SGD 

In order to analyze HH insect recognition using artificial 
vision and machine learning techniques, the evaluation 
metrics proposed were applied to the Faster R-CNN, 
YOLOv5-s, YOLOv5-m, and YOLOv5-l models trained in 
the experiments. The convergence curves of the loss function 
for models are represented in Fig. 4. 

 

Figure 4.  Training loss function convergence.   

To analyze the performance in locating and recognizing 
the HH insect of the proposed Faster R-CNN, YOLOv5-
s, YOLOv5-m, and YOLOv5-l models, P (Fig. 5) and R (Fig. 
6) curves, depending on the number of epochs are presented. 

 

Figure 5.  Precision plot.   

 

Figure 6.  Recall plot.   

In order to analyze the performance of the neural 
networks used, the validation was performed on 123 images 
from the dataset [20], other from the learning phase. The 
performance metrics values are presented in Table II. With 
bold were highlighted the higher values of the performances. 

TABLE II.  THE PERFORMANCES OF THE NEURAL NETWORKS USED. 

Model 
Precision 

(%) 

Recall 

(%) 

mAP 

(%) 

Model 

size 

(MB) 

Training 

time (h) 

Testing 

time (s) 

FR-CNN 87.1 88.0 89.1% 158 1.416 6.0 

YOLOv5-s 88.3 88.3 89.4 13.8 0.833 0.3 

YOLOv5-m 95.3 98.4 99.2 40.3 1.913 0.8 

YOLOv5-l 73.8 75.4 77.0 88.6 3.207 1.6 

 

An example of the detection results by the four neural 
networks applied to four images (Image 1, Image 2, Image 3, 
and Image 4) are shown in Fig. 7. The detection are 
corrected, except the Image 4 for YOLOv5-l.  
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 Image 1 Image 2 Image 3 Image 4 

(a) 

    

(b) 

  
 

 

(c) 

    

(d) 

    

(e) 

    

Figure 7.  Experimental results. (a) Original images, (b) Detection results 

for Faster R-CNN, (c) Detection results for YOLOv5-s, (d) Detection 

results for YOLOv5-m, and (e) Detection results forYOLOv5-l. 

Based on the experimental results, the following 
observation can be made: 

(1) In Fig. 4, the loss function of the Faster R-CNN 
converges the slowest to the minimum value, followed by 
YOLOV5-l, YOLOv5-s, and YOLOv5-m. The minimum 
value of the Faster R-CNN loss function is the largest 
minimum value of all experiments. 

(2) In Fig. 4, YOLOv5-l converges the slowest to the 
minimum value compared with YOLOv5-s and YOLOv5-m, 
trending to stabilize at a higher value.  

(3) In Table II, the best results in terms of evaluation 
metrics were found in YOLOv5-m: precision 95.3%, recall 
98.4%, and mAP 99.2%. 

(4) In Table II, it can be seen that the average size of the 
YOLOv5 series is smaller than the R-CNN series. Even in 
the largest setup (YOLOv5-l with 88.6 MB), the YOLOv5 is 
smaller than the Faster-RCNN (158 MB). 

(5) It can be seen in Table II that increasing depth and 
width in YOLOv5 does not guarantee better results. For 
every detection task, the model needs to be chosen according 
to a number of classes, difficulty, or processing power. 

(6) In Fig. 7, the results of four corner cases are shown: 
H. Halys with a size greater than 30% of the image (Image 
1), H. Halys on its side (Image 2), multiple H. Halys in the 
same image (Image 3), and H. Halys with another insert type 
in the same image (Image 4). In terms of detection, Faster R-
CNN, and YOLOv5-m detected correctly all H. Halys (using 
a confidence score threshold of 50%). YOLOv5-s were 
detected correctly in cases of Image 1, Image 2, and Image 3. 
YOLOv5-l didn’t perform the right detection for the four 
corner cases. It can also be seen in Fig. 6 that, overall, 
YOLOv5-m is the most precise method. 

In the case of YOLOv5, we found a balance in terms of 
scale. It was shown that a larger network in terms of width 
and depth might not give the best results in HH detection 
because of the number of classes and dataset size, converting 
the large architecture (YOLOv5-l) into an inefficient network 
in terms of the time of training and results. Even if the results 
obtained are highly accurate, they can be improved in terms 
of both localization and classification by refining the hyper-
parameters for YOLOv5-m, increasing training epochs, and 
adding more images. 

IV. CONCLUSION 

In this paper, neural network-based techniques were 
applied to HH detection. From R-CNN and YOLOv5 
families, four models were studied. A dataset containing HH 
in different sizes and levels of evolution (adult or nymph) 
was collected from the Maryland website [20]. The images 
were labeled according to the requirements of the 
architecture: creating a TXT or XML containing the class 
information and bounding box coordinates. The model 
YOLOv5-m obtained the best results for the test dataset like 
the precision of 95.3% and the recall of 98.4%. Also, in terms 
of bounding boxes, YOLOv5-m obtained the best localization 
predictions. Results were positively influenced using GPU 
graphics processors made available through the Google 
Colab platform. As a feature work we intend to create a 
collective intelligence block based on multiple neural 
networks, selected by individual performances, to improve 
the statistic performances for detection and classification of 
harmful insects.  
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